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Abstract—In this paper, we examine an ADMM-based deep unfolding
network for analysis Compressed Sensing, dubbed U-ADMM-DAD net;
the latter jointly learns a decoder for Compressed Sensing and a
redundant analysis operator for sparsification. We compare U-ADMM-
DAD net to a synthesis-sparsity-based unfolding network - serving
as a baseline — on real-world speech data. Our experimental results
demonstrate that the redundancy of the learnable sparsifier affects the
generalization ability of U-ADMM-DAD net, which outperforms the
baseline in terms of both reconstruction and generalization error.

I. INTRODUCTION

Compressed Sensing (CS) [1] deals with reconstructing a vector
x € R™ from incomplete measurements y = Ax +e € R™, m < n.
To do so, we assume there exists a redundant analysis operator
® ¢ RY*™ (N > n), such that ®x is (approximately) sparse.
Recently, approaches based on deep learning were also introduced
[2], [3]. It seems promising to merge these two areas by considering
what is called deep unfolding [4]. The latter pertains to unfolding
the iterations of well-known optimization algorithms into layers of
a deep neural network (from now called unfolding network), which
reconstructs the signal of interest x.

A. Motivation and key results

Modern unfolding networks [5], [6], [7], [8], [9] jointly learn a
decoder for CS and a dictionary that sparsely represents x. Inspired by
[71, [9], we examine the generalization ability of the deep unfolding
network presented in [9]. Our main contributions are the following
a) we remove the clipping function that is applied on the learned
decoder of [9], since we experimentally observe that there is no
need for such a truncation operation b) we numerically compare the
aforementioned unclipped version of ADMM-DAD - from now on
called Unclipped ADMM-DAD (U-ADMM-DAD) — to a state-of-the-
art ISTA-based unfolding network, on speech data. Our results show
that the U-ADMM-DAD outperforms the baseline, indicating that the
redundancy of the learned analysis operator leads to a smaller test
MSE and generalization error as well.

II. MAIN RESULTS
A. ADMM-DAD'’s derivation

According to [9], the iterative scheme of ADMM is formulated as
a neural network with L € N layers/iterations, defined as f1 (y) =
Lib(y) 4+ 12Sx/,(b(y)) and fi(v) = Ov + I1b + 1255 /,(Ov + b),
k = 2,..., L. The trainable parameters are the entries of ®, with
the latter appearing in the formulation of the matrices 6, © and
the vector b = b(y). We denote the composition of L such layers
(all having the same ®) as f&(y) = fr o---o fi(y) and the final
output & is obtained after applying an affine map 7" to the final
layer L, ie., £ = T(f&(y)). We introduce the hypothesis class
HE = {h: R™ — R": h(y) = T(fE(y)), ® € RN*" N > n}
consisting of all the decoders that U-ADMM-DAD can implement.
Given the aforementioned class and a training set S = {(yi, zi) }i=1,
U-ADMM-DAD yields a function/decoder hs € H that aims at

reconstructing x from y = Az +e. In order to measure the difference
between z; and #; = hs(yi), ¢ = 1,...,s, we choose the training
mean-squared error (train MSE) Lirain = 37| ||hs(yi) — 2|3
as loss function. The test mean-squared error (test MSE) is defined
as

Ltest -
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where D = {(§i,#:)}%, is a set of d test data, not used in the
training phase. The generalization error is then defined by

»Cgen = ‘Ltest - Et'ruin'- (2)

III. EXPERIMENTS

We train and test U-ADMM-DAD on the TIMIT [10] speech
dataset. We compare the 10-layer ADMM-DAD, for different redun-
dancy ratios N/n and number of measurements m, to the 10-layer
ISTA-net proposed in [7] (which jointly learns a decoder for CS
and an orthogonal sparsifier). We report in Table I the average test
MSE and generalization error, as defined in (1) and (2), respectively.
Both the test and generalization errors are always lower for our U-
ADMM-DAD net than for ISTA-net. In fact, both the test MSE
and generalization error of U-ADMM-DAD decrease, as N/n and
m increase. On one hand, this behaviour of the test MSE seems
reasonable, if one considers a standard analysis CS scenario: the
reconstruction error provided by the analysis-/; algorithm typically
benefits from the (high) redundancy offered by the involved analysis
operator. On the other hand, this decrement of the generalization
error looks very interesting and in need of mathematical investigation.
Overall, the results from Table I indicate that the redundancy of the
learned analysis operator improves the performance of U-ADMM-
DAD. Furthermore, we extract the spectrograms of an example test
raw audio file of TIMIT, reconstructed by either of the 10-layer
decoders, for 40% and 60% CS ratios. The results are illustrated
in Fig. 1, which indicates that our proposed decoder outperforms the
baseline, since the former distinguishes many more frequencies than
the latter. For both CS ratios, U-ADMM-DAD reconstructs a clearer
version of the signal compared to ISTA-net; the latter recovers a
significant part of noise, even for the 60% CS ratio.

IV. CONCLUSION

In the present paper, we examined U-ADMM-DAD, an unfolding
network that jointly learns a decoder for Compressed Sensing and a
redundant analysis operator, serving as sparsifier for the signals of
interest. We compared our framework with a state-of-the-art ISTA-
based unfolding network on speech data. Our experiments confirm
improved performance: the redundancy provided by the learned
analysis operator yields a lower average test MSE and generalization
error of our method compared to the ISTA-net. Future work will
include the derivation of generalization bounds for the hypothesis
class defined in the previous section, similarly to [7].
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10 layers 40% CS ratio 60% CS ratio
Decoder Redundancy ratio N/n =10 N/n = 60 N/n =10 N/n =60
test MSE | gen. error test MSE | gen. error test MSE [ gen. error test MSE [ gen. error |
I ISTA-net [ 046-10~2 [ 0.18-10"% [ 0.20-10—% ] 0.25-10~7 [ 0.45-10—% [ 0.20-10=2 | 0.20-10=3 [ 0.25-10~7 |
I ADMM-DAD | 052-10~% | 0.67-107° [ 0.43-10-% | 0.50-10~® [ 0.24-10-% | 0.31-10°° | 0.23-10~% [ 0.26-107° ||

TABLE I: Average test MSE and generalization error for 10-layer decoders. Bold letters indicate the best performance between the two
decoders.
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Fig. 1: Spectrograms of reconstructed test raw audio file from TIMIT for 40% CS ratio (top) and 60% CS ratio (bottom).
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